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Symbolic Data, introduced by E. Diday in the late eighties of the last century, is concerned with 

analysing data presenting intrinsic variability, which is to be explicitly taken into account. In classical 

Statistics and Multivariate Data Analysis, the elements under analysis are generally individual entities 

for which a single value is recorded for each variable - e.g., individuals, described by their age, salary, 

education level, marital status, etc. But when the elements of interest are classes or groups of some 

kind - the citizens living in given towns; car models, rather than specific vehicles; species as a whole 

rather than individual specimen - then there is variability inherent to the data. To reduce this 

variability by taking central tendency measures - mean values, medians or modes - obviously leads to 

a too important loss of information. 

Symbolic Data Analysis (SDA) provides a framework allowing representing data with variability, 

using new variable types: the observed “values” for each case are not just single real values or 

categories, but finite sets of values, intervals or, more generally, distributions over a given domain. 

Methods for the (multivariate) analysis of such symbolic data have been developed, following 

different approaches and using distinct criteria, which allow taking the variability expressed in the 

data representation into account.  SDA thereby offers the possibility of aggregating large datasets at 

the user’s chosen degree of granularity while keeping the information on the intrinsic variability, and 

then analyse the resulting (symbolic) data arrays. 

In this course we shall introduce and motivate the field of Symbolic Data Analysis, present into 

some detail the new variable types that have been introduced to represent variability, illustrating 

with some examples. We shall furthermore discuss some issues that arise when analysing data that 

does not follow the usual classical model, and present data representation models for some variable 

types. Then we recall some methods that have been developed to analyse symbolic data. 

Parametric probabilistic models for interval-valued variables have been proposed and studied, 

based on the representation of each observed interval by its MidPoint and LogRange, for which 

Multivariate Normal and Skew-Normal distributions are assumed. The intrinsic nature of the interval-

valued variables leads to different structures of the variance-covariance matrix, represented by 

different possible configurations. For all cases, maximum likelihood estimators of the corresponding 

parameters have been derived. This framework has been applied to different statistical multivariate 

methodologies, thereby allowing for inference approaches for symbolic data. More recently, this 

approach has been extended to distributional data, thereby keeping more information about the 

microdata distribution. 

We then consider the case of aggregate numerical data described by empirical distributions, 

known as histogram data. Linear models for such distributional variables are proposed, which rely on 

the representation of histograms by the associated quantile functions. These then allow for linear 

regression as well as for linear discriminant analysis for histogram-valued data. An application of the 

proposed methodology will be presented. 

 The course is aimed at all potential data analysts who need or are interested in analyzing data 

with variability, e.g. data resulting from the aggregation of individual records into groups of interest, 

or data which represent abstract entities such as biological species or regions as a whole. It is 

assumed that the participants master classical Statistics and Multivariate Data Analysis. 
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